
UTS CRICOS 00099F
UTS TEQSA PRV12060

Stealing Watermarks of Large 
Language Models via Mixed Integer 
Programming
---Annual Computer Security Applications Conference (ACSAC) 2024

Zhaoxi Zhang, Xiaomei Zhang, Yanjun Zhang, Leo Yu Zhang, Chao Chen,
Shengshan Hu, Asif Gill, Shirui Pan
University of Technology Sydney, Griffith University, Royal Melbourne Institute 
of Technology, Huazhong University of Science and Technology



1.Introduction

Large Language 
Models (LLMs)

Misinformation 
generation 

Automated 
phishing 

Academic 
cheating 

Misuse

Detect and monitor 
generated content

Statistical feature/
Classifier-based detection

LLM Watermark

• Highly susceptible to malicious attacks
• Tend to overfit on training datasets 
• Hard to transfer to new scenarios
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2. LLM Watermark
--- Injecting LLM Watermark
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2. LLM Watermark
--- Injecting LLM Watermark

2

Original Logits

Softmax

Distribution

Sampling

Token

LLM

Input

Logits in green list Logits in red list

Logits after being watermarked

Watermarked Logits

+Watermark feature

Logits for each token in vocabulary

Key

Watermark feature
Logit of green token
Logit of red token



2. LLM Watermark
--- Detecting LLM Watermark

Watermarked Text

Natural Text

• After watermarking, the number of green 
tokens in the watermarked sentences is 
greater than in the non-watermarked text.

• LLM watermark can be detected by count 
the number of green tokens.
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3. Problem Statement 
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Token-level 

Hash  Function

Sentence-level Model-level

Key

Hash  Function

Key Key

• Robustness: Token-level < Sentence-level < Model-level
• Sentence-level and model-level approaches provide insufficient 

robustness as both remain vulnerable to stealing attacks.
• A watermark stealing attack aims to infer the details of an LLM 

watermarking scheme.



4. Threat Model

Watermarked 
LLM

Watermark 
detector 

API

Prompt

Watermarked 
sentence

Sentences

Whether 
watermarked or not

• Attack Setting 1: attackers can generate text using the LLMs and verify 
whether the text is watermarked by calling the detector API.

• Attack Setting 2: attackers cannot access the watermark detector API.

AS2
AS1
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5. Green List Stealing
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The watermark stealing can be transformed  into a mixed-integer programming problem:
• The association between tokens and the green list can be represented as integers
• Constraints: watermark detection rules
• Objective: finding a minimal available green list for the watermark text

Watermarked 
sentence

Natural 
sentence

Stage 1 
optimization

Stage 2 
optimization

Constraint

Initiate

Constraint

Tighter bonds

The second stage focuses on identifying the 
minimal available green list.

The first stage aims to find 
tighter bounds to constrain 
the solutions.



5. Green List Stealing 
--- Multi-key Stealing

Random initialize { �𝜌𝜌𝑖𝑖𝑘𝑘}
for until optimization converge do
     Optimize Stage-1 while fixing �𝜌𝜌𝑖𝑖𝑘𝑘;
     Optimize Stage-2 while fixing �𝜌𝜌𝑖𝑖𝑘𝑘;

     Resign �𝜌𝜌𝑖𝑖𝑘𝑘 = �1, if 𝑘𝑘 = argmax𝑘𝑘(G 𝑆𝑆𝑖𝑖 , 𝑘𝑘 )
0, else 

end for

 The attacker need to find the max green number for each sentence:
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Which key is suitable for 
this sentence

The number of green token 
under key 𝑘𝑘 



6. Watermark Removal

�̂�𝑡

𝑆𝑆:

• Removing watermarks in sentences by replacing green tokens with red ones.

Green token
Red token
Sentence 𝑆𝑆 
Candidate red token �̂�𝑡

• Replace tokens with the most similar tokens 
in the stolen green list.

8



7. Experiment
--- Experimental Settings

• LLM: OPT-1.3B, LLaMA-2-7B.
• Watermarked text: Randomly sample text from the C4 dataset as prompts to query the 

LLM for generating watermarked text. 
• Solver for the mixed integer programming: Gurobi.
• Baseline: Frequency-based, tokens are categorized as green if their frequency is higher 

in the watermark dataset than in the natural dataset.
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7. Experiment
---Main Results (Green List Stealing)

• Attacker performance of green list stealing against LLaMA-2-7B under AS1 and AS2.

• 𝑁𝑁𝑔𝑔: the number of tokens in 
the stolen green list 

• 𝑁𝑁𝑡𝑡: the number of true 
green tokens in the stolen 
green list 

• Precision= 𝑁𝑁𝑔𝑔/𝑁𝑁𝑡𝑡

Average higher 18.23% Average higher 9.52%
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7. Experiment
---Main Results (Watermark Removal)

• Performance of watermark removal against LLaMA-2-7B under AS1 and AS2. 

• 𝐺𝐺𝑎𝑎𝑎𝑎𝑔𝑔𝑏𝑏 : average number of green 
tokens before removal

• 𝐺𝐺𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎 : average number of green 
tokens after removal

• GRR= 𝐺𝐺𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎 /𝐺𝐺𝑎𝑎𝑎𝑎𝑔𝑔𝑏𝑏 : the rate of 
remaining green tokens 

Average lower 29.98% Average lower 38.81%
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7. Experiment
---Main Results (Multi-key)

 AS2 attacker performance of removal for 3-key watermark against LLaMA-2-7B 

 AS2 attacker performance of 3-key green list stealing against LLaMA-2-7B 
Our Average Precision 76.70% 
23% higher than the baseline
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LLM Watermark
--- LLM generation without watermark
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Green List Stealing 
--- Attack Setting 1

G 𝑆𝑆𝑖𝑖 ≥ �𝑏𝑏𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̂�𝑆 
�𝑏𝑏𝑖𝑖 ≥ 𝑔𝑔𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̂�𝑆 

G 𝑆𝑆𝑖𝑖 ≤ �𝑏𝑏𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̃�𝑆 
�𝑏𝑏𝑖𝑖 ≤ 𝑔𝑔𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̃�𝑆

Stage-1 constraints :

• �𝑏𝑏𝑖𝑖 and �𝑏𝑏𝑖𝑖 : estimating the number of green tokens
• G � : The number of green tokens in a sentence
• 𝑔𝑔𝑖𝑖: Watermark threshold
• �̂�𝑆: Watermarked sentence
• �̃�𝑆: Natural sentence

The number of green tokens in watermarked 
sentences should larger than threshold.

The number of green tokens in natural 
sentences should smaller than threshold.
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Green List Stealing 
--- Attack Setting 1

maximize
∑𝑆𝑆𝑖𝑖∈�̂�𝑆

�𝑏𝑏𝑖𝑖 − 𝑎𝑎𝑏𝑏𝑎𝑎(∑𝑆𝑆𝑖𝑖∈�̃�𝑆
�𝑏𝑏𝑖𝑖 − 𝛾𝛾 � ∑𝑆𝑆𝑖𝑖∈�̃�𝑆 𝑙𝑙𝑖𝑖) ,

Stage-1 objective :

• 𝑙𝑙𝑖𝑖  : the length of sentence 𝑆𝑆𝑖𝑖
• �̂�𝑆: Watermarked sentence
• �̃�𝑆: Natural sentence

Increase the number of green 
tokens for each watermarked 
sentence. 

The number of green tokens in 
natural sentences remains close to 
the average level.
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Green List Stealing 
--- Attack Setting 1

∑𝑆𝑆𝑖𝑖∈�̂�𝑆
�𝑏𝑏𝑖𝑖 ≥ �̂�𝛽 � �𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠

∑𝑆𝑆𝑖𝑖∈�̃�𝑆
�𝑏𝑏𝑖𝑖 ≥ �𝛽𝛽 � �𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠

Stage-2 constraints :
Let �𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠= ∑𝑆𝑆𝑖𝑖∈�̂�𝑆

�𝑏𝑏𝑖𝑖 , �𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠= ∑𝑆𝑆𝑖𝑖∈�̃�𝑆
�𝑏𝑏𝑖𝑖 minimize ∑𝑡𝑡𝑗𝑗∈𝑇𝑇 𝑐𝑐𝑗𝑗

Stage-2 objective :

• 𝑇𝑇: Vocabulary
• 𝑐𝑐𝑗𝑗: The color of token 𝑡𝑡𝑗𝑗

• Based on the result of stage-1, 
we add new constrains to bond 
the value of �𝑏𝑏𝑖𝑖  and �𝑏𝑏𝑖𝑖.

• The objective of stage-2 is 
to find the minimal 
available green list.
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Green List Stealing 
--- Attack Setting 2

G 𝑆𝑆𝑖𝑖 ≥ �𝑏𝑏𝑖𝑖 + (𝜆𝜆𝑖𝑖 − 1) � 𝑙𝑙𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̂�𝑆 
G 𝑆𝑆𝑖𝑖 ≤ �𝑏𝑏𝑖𝑖 + (1 − 𝜆𝜆𝑖𝑖) � 𝑙𝑙𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̃�𝑆 

 Without verification by the watermark detector API, two types of erroneous samples emerge:
• The LLM output lacks the watermark
• Natural text is incorrectly labeled as watermarked.

We introduce binary variables 𝜆𝜆𝑖𝑖
∈ {0, 1} to determine whether 
sentence 𝑆𝑆𝑖𝑖 should be included 
into the optimization.Stage-1 constraints :
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Green List Stealing 
--- Multi-key Stealing

G 𝑆𝑆𝑖𝑖 , 𝑘𝑘 ≥ �𝑏𝑏𝑖𝑖𝑘𝑘 + �𝜌𝜌𝑖𝑖𝑘𝑘 − 1 + 𝜆𝜆𝑖𝑖 − 1 � 𝑙𝑙𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̂�𝑆, 𝑘𝑘𝜖𝜖𝐾𝐾, 
G 𝑆𝑆𝑖𝑖 , 𝑘𝑘 ≤ �𝑏𝑏𝑖𝑖𝑘𝑘 + 1 − 𝜆𝜆𝑖𝑖 � 𝑙𝑙𝑖𝑖 ,∀𝑆𝑆𝑖𝑖 ∈ �̃�𝑆, 𝑘𝑘𝜖𝜖𝐾𝐾,

Which key is suitable for this sentence, ∑𝑘𝑘∈𝐾𝐾 �𝜌𝜌𝑖𝑖𝑘𝑘 = 1, ∀𝑆𝑆𝑖𝑖 ∈ �̂�𝑆Stage-1 constraints :

 In Multi-key scenario, the attacker need to find suitable key for each sentence.
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Green List Stealing 
--- Multi-key Stealing

maximize ∑𝑆𝑆𝑖𝑖∈�̂�𝑆
�𝑏𝑏𝑖𝑖 − ∑𝑆𝑆𝑖𝑖∈�̃�𝑆

�𝑏𝑏𝑖𝑖

�𝑏𝑏𝑖𝑖 = max𝑘𝑘 �𝑏𝑏𝑖𝑖𝑘𝑘
�𝑏𝑏𝑖𝑖 = max𝑘𝑘 �𝑏𝑏𝑖𝑖𝑘𝑘

Max-Max problem, it is hard for directly 
optimization in mixed integer programming.

Find the max 
green number for 
each sentence.

Stage-1 objective :
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