
BadRobot: Jailbreaking Embodied LLM Agents in the Physical World
Hangtao Zhang, Chenyu Zhu, Xianlong Wang, Ziqi Zhou, Changgan Yin, Minghui Li, Lulu Xue, 

Yichen Wang, Shengshan Hu, Aishan Liu, Peijin Guo, Leo Yu Zhang

Huazhong University of Science and Technology, Wuhan, China

1. Motivation

◆LLM-controlled robots are gaining 

hype, but what about their safety? 

We will show these robots can even be 

jailbroken to kill person. Defenses are 

urgently needed!

6. Resources
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2. Contributions

⚫ The First Jailbreak Against Embodied 

AI. We identify three distinct risk surfaces 

in current embodied systems and formalize 

the concept of embodied AI jailbreak.

⚫ Comprehensive benchmark. Various 

types of malicious queries to evaluate the 

safety of current embodied LLMs.

⚫ Simulators and real-world test. Even 

highly-regarded frameworks like Voxposer,

Code as Policies, ProgPrompt, and Visual 

Programming are vulnerable to such risks. 

We also successfully jailbreak embodied AI 

systems (e.g., UR3e arms) in the physical 

world.

3. Methodology 5. Attack demonstration

4. Experiments

Feel free to contact me: 

hangt_zhang@hust.edu.cn
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